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Abstract. The availability of data from the web enables interesting discrete time series analysis in terms of tren-

ds and in order to look for correlations between more aspects. An in-progress research activity about time se-

ries analysis with machine learning applied to air pollutants is presented, based on real data collected for the 

Cagliari Metropolitan area; correlations with weather conditions have been explored as well. For the research 

activity the ARIMA algorithms have been applied, which are made of the combinations of three diff erent mo-

dels: Auto Regressive (AR), Integrated (I), and Moving Average (MA). First results have been obtained which re-

quire further investigation.
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Introduction
Time series are datasets providing the values of a variable over time. Th e availability of 
time series data from the web enables interesting analysis in terms of trends, correlations, 
and predictions. Time series analysis is made of three fundamental parts (shown in Figure 
1): 
• descriptive analysis, which is related to past values,
• predictive analysis, which starting from past values, try to predict future ones, with 

some degree of probability,
• prescriptive analysis, which is based on the predictions to plan possible actions.
In practice, time series analysis is useful to translate sequences of historical data into va-
luable information for decision makers in strategic plan.

Th ere are many works about time series analysis, some of them are particularly practi-
cal providing clear explanations and are available online, such as, Hyndman et al. 2018, 
Brockwell et al. 2016, Peña et al. 2000.
In literature many studies are related to the control of pollutants in the air, their trends 

Fig. 1 
Steps of time 

series analysis
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and their correlations with weather conditions, using ARIMA models: for the Pune Re-
gion, (Sudumbrekar et al. 2021), for the city of Chennai (Mani et al. 2021), for the city of 
Hyderabad (Gopu et al. 2021), for the Port of Igoumenitsa (Spyrou et al. 2022), and for the 
city of Vancouver (see link to kaggle Portal in References), just to mention some examples.  
Other studies analysed correlations of weather conditions, pollutant concentration in the 
air and mortality (Gouveia et al. 2000) or diseases of the respiratory system (Rossi et al. 
1993, Li et al. 2022, Xiong et al. 2022).
In general, the pollutants considered for these studies are Ozone (O3), Nitrogen dioxide 
(NO2), Sulphur dioxide (SO2), Particles less than 10 μm (PM10), Particulate less than 
2.5 μm (PM2.5), benzene (C6H6), and Carbon Monoxide (CO). Th ese types of studies 
typically refer to the Air Quality Index (AQI) which is based on the fi rst 5 pollutants in the 
previous list. Unfortunately, there isn’t a unique worldwide standard for it, with a fi xed 
number of classes and thresholds. Th e European Air Quality Index (shown in Figure 2) is 
managed and calculated for many locations by the Copernicus Atmosphere Monitoring 
Service (see link to Copernicus in References) and this European scale has been adopted 
also for this study (more details in the Handbook about the European Air Quality legi-
slation, the European Parliament Directive 2008/50/EC, and the related Italian D.Lgs. 

155/2010, in the References)
It’s important to note that the daily value of the EU AQI is computed as the highest values 
of the fi ve pollutants. So, for instance, if during a day the average value of ozone was insi-
de the range level 3 (100-130 μm/m3), while all the other four values are inside the ranges 
of lower levels, the EU AQI for that day will result equal to 3.  

1. Methodology
Th e activity was carried out using python scripts importing many well-known open-
source libraries such as: numpy, pandas, matplotlib, seaborn, missingno, statsmodels, 
scipy, sklearn, and pmdarima. Considering the above mentioned three main steps of time 

Fig. 2
The European 

Air Quality Index
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series analysis, the presented activity must be considered a work in progress because it has 
covered topics belonging to the fi rst two, as described here after. 
During the Descriptive Analysis, the time series have been collected: pollutants (source 
ARPA Sardegna) and weather conditions (source Open Weather). From the fi rst analysis of 
the available data, some gaps in the historical series where observed, which required a pre-
processing through interpolation. After the pre-processing and analysis of the dataset, the 
daily EU AQI has been computed.  Th en a graph of the time series for each pollutant and 
for each detection station has been analysed and statistical metrics have been computed, 
trends, seasonality and irregularities were looked for, along with the level of stationarity. 
A value of linear correlation between all the time series has been analysed, and non-linear 
correlations were looked for through scatter plots of two time-series at a time.
Th e Predictive Analysis started with the dataset split in train set (80%) and test set (20%) 
as preparation for the ARIMA algorithms (summarized in Figure 3), made of a combina-
tion of: Auto Regressive (AR), Integrated (I), and Moving Average (MA).

Th e aim is to fi nd out the best forecasting with the optimal combination of the parameters 
p, d, and q (Hannan 1980). Th e model is initialized and trained with the training set; for 
each result, the Akaike Information Criteria (AIC, Akaike, 1978) and the Bayesian Infor-
mation Criteria (BIC) are used to choose the best parameters for the model, which is the 
combination producing the minimum values of AIC and BIC (Hyndman et al. 2018). After 
this training, the best combination of parameters is used to run the model on the test set. 
Th en, the predictions obtained for the test set are compared to the real values (which for 
the test set are known) and the error can be evaluated, in terms of Mean Absolute Error. 
Th ese values are then used to compare all the ARIMA models (depending on the combina-
tions of parameters p, d, and q).

Fig. 3
Scheme of ARIMA 

algorithms
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3. Results
Although the presented activity is still in progress, and a proper forecasting wasn’t valida-
ted yet, the results obtained so far allow to draw some considerations. 
In all the monitoring stations of the study area, during the period of observation, an 
EU_AQI of level 2 (corresponding to a qualitative score ‘good’) resulted the more frequent; 
in some of the locations there have been diff erent situations, for instance, in one of them 
the values of EU_AQI presented less than 150 days of level 1 and a comparable number of 
days of level 3 and 4 (shown in Figure 4).

Interesting correlations were found, for instance, between ozone and average temperature 
and inverted correlations between ozone and humidity, confi rmed by the scattered plots 
shown in Figure 5, related to the values measured in one of the monitoring stations of 
the study area. As expected, ozone concentration in the air increases during the summer 
because it is formed by the interaction of sunlight with hydrocarbons and nitrogen oxides 
emitted by traffi  c and industries like refi neries. For the same reason, to this ozone higher 
values corresponds the minimum in nitrogen dioxide (as evident in Figure 6). 

Fig. 4
Values of EU_AQI at one of 
the monitoring stations in 

the study area
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Fig. 5
Correlation Matrix between 

pollutants and weather 
conditions
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As expected, cyclic behaviours could be evident in the time series, although it wouldn’t be 
correct calling them ‘seasonal’ because pollutants and weather conditions don’t repeat the 
same peaks and troughs and the cycles change in length from year to year.

In other words, they are stationary, as confi rmed by the Augmented Dickey-Fuller (ADF) 
test which was used: the p-value was considered, which brings to a non-stationary hypo-
thesis for values greater than 0.05, and stationary for values equal or less than 0.05. So, 
the Integrated part of the ARIMA model could be reduced to ARMA (because the para-
meter d could be set always to zero). Some fi rst predictions could be elaborated, as the 
one shown in Figure 7, which is related to CO values measured at one of the monitoring 
stations of the study area.

Fig. 6
Ozone and Nitrogen 

Dioxide cyclic plotting

Fig. 7
Prediction of CO values 

obtained with ARIMA
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4. Conclusions and Future Work
A work in progress activity about air quality analysis in the Cagliari Metropolitan Area 
was presented, although more data shall be collected, and further scientifi c investigations 
shall be carried out through ARIMA models. 
A future interesting work could be conducted to improve the study through a correlation 
analysis between weather condition and air quality with incidence of respiratory diseases.
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