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The original ALICE CM
!  For pp similar to the other experiments

•  1.6MB Raw, 0.1MB ESD+AOD
•  0.11 kHS06 s/event
•  Quasi-online data distribution, calibration and first 

reconstruction at Tier-0
•  Further reconstructions at Tier-1’s

!  For HI different model
•  3.5MB Raw, 3.9MB ESD+AOD
•  2.0 kHS06 s/event
•  Online calibration, alignment, pilot reconstructions 

and partial data export during data taking
•  Data distribution and Pass1 reconstruction at Tier-0 

in the four months after HI run (during shutdown)
•  Further reconstruction passes (one) at Tier-1’s
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The original ALICE CM
!  Three kinds of data analysis

•  Fast pilot analysis to tune the first reconstruction at CERN 
Analysis Facility (CAF)

•  Scheduled batch analysis on the Grid (Analysis Trains: 
ESDs and AODs)

•  End-user interactive or batch analysis on AAFs and Grid 
(AODs and ESDs)

!  T0 (CERN)
•  Does: first pass reconstruction; calibration and alignment
•  Stores: one copy of RAW, calibration data and first-pass ESDs

!  T1s
•  Does: reconstructions and scheduled batch analysis
•  Stores: second collective copy of RAW, one copy of all data to be kept, disk 

replicas of ESDs and AODs
!  T2s

•  Does: simulation and end-user analysis
•  Stores: disk replicas of AODs and ESDs
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Five years of running jobs
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Three job classes
!  MC simulation & reco production

•  Low I/O, high CPU efficiency
•  Data export after job completion
•  Managed, scheduled

!  Analysis Trains
•  Optimized I/O (read once, do many tasks)
•  Streamlined code (as much as possible…)
•  Managed, scheduled

!  User jobs
•  Lowest CPU efficiency
•  Variable job duration, lots of failures, far-from-perfect code
•  Unmanaged,  chaotic
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Computing activities
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22% Reco & 
         Analysis Train
56% Montecarlo

22% Chaotic 
analysis
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The CPU Efficiency Crisis

Average is  52%

Crisis
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What was done
! Modifications of OCDB infrastructure

•  Addition of caches, APIservers

!  Improvement of RAW processing
•  Reconstruction algorithm
•  Data access model

! More efficient trains
! Move user analysis from ESD to AOD
! Still…
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User jobs
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LEGO Framework
!  Manage trains using MonALISA

•  Users register wagons
•  Train operators compose trains

!  Automatic testing per wagon
!  Train file generation
!  Submission managed by ML 

•  Existing LPM infrastructure

!  Merging managed by LPM
!  Aim: allow operators easy running of 

analysis trains (weekly) getting output on 
the scale of 1-2 days
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Configuration & Testing
! Train Configuration 

•  New class AliAnalysisTaskCfg
•  Contains description of wagons �

(task macro, libraries, dependencies)
! Testing

•  Runs tests per wagon
•  Extracts mem/cpu information
•  Tests also empty  "baseline" task

Basline 

Phys Sel 

Centr Sel 

User A 

User B 

User C 
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Workflow
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MonALISA 

User 

Train operator 

Test machine 

AliEn 

1. Adds wagons

2. Composes train
4. Recompose after test

3. Generates test files + executes test
5. Generates train jdl + scripts

6. Runs train
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test results 
train files 

LPM 
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The LEGO Framework

14
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Network traffic: Tier-1

At Tier-1: mostly 
due to PbPb data 
export
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Network Traffic: Tier-2

AB;BCDEC& 16

There is no raw 
export to Tier-2s!
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The disk crisis
! Most Storage Elements nearly full

•  Aggressive purge campaign gained some time
•  But we were writing faster than we could delete
•  (And eventually we ran out of garbage)
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ALICE Storage: some figures
! 52 disk SEs, 8 tape SEs (T0 and T1s)

•  43× xrootd (some with underlying distributed 
FS), 2× DPM, 4× CASTOR, 3× dCache

! 20PB in 200M files (replicas included)

! Default 2 replicas for any file, usually 3, 
4 for production jobs

! 2 copies of the raw data on MSS:
•  Full copy at CERN T0
•  One distributed copy at T1s (full runs)

18
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Destitution of the Monarc
!  The Monarc model was based on a “rigid” 

distribution of tasks between centres of 
different size and role

!  The Grid is becoming less and less structured 
and tiered

!  The difference between T1s and T2s is 
disappearing
•  Size doesn’t matter: US Tier-2s are LARGE
•  Custodial storage and better network
•  But the latter is about to change
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A “cloud” over the Grid
!  T0-1-2(-3) hierarchy tends to be softened by user-

driven data placement and transfer
!  T1 and T2 are becoming equivalent in the network 

(LHCONE)
!  The network is still the least undersubscribed 

resource we have
!  No longer disk space but network bandwidth will 

scale with #users and #data
T0 
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Data is still the problem
! Data placement is the main problem, 

particularly for analysis
•  “Predictive” data placement (ATLAS & CMS) or 

“opportunistic” or “adaptive” (ALICE – need 
single catalogue)

•  Data distribution “per se” works very well
•  With “infinite” disk space the two are equivalent
•  Increasing the disk more difficult than increasing 

CPU 
•  Quotas & monitoring more difficult for data than 

CPU
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Data access methods in ALICE
! Central catalogue of logical file names

•  With owner:group and unix-style permissions
•  Size, MD5 of files
•  Metadata on subtrees

! Each LFN is associated a GUID

! Any number of physical file names can 
be associated to an LFN
•  Like root://<redirector>//<HH>/<hhhhh>/<GUID>
•  HH and hhhhh are hashes of the GUID
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Data access methods in ALICE
!  Exclusive use of xrootd protocol

!  Jobs are (usually) only downloading 
configuration files

!  Data files are accessed remotely
•  The closest replica to the job, local replica first

!  At the end of the job N replicas are uploaded 
from the job itself (3× ESDs, 4× AODs, etc...)

!  Scheduled transfers only for raw data 
exports
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SE Monitoring
Host Parameters
!  Integrated in the overall monitoring of ALICE

•  xrootd plugin package includes an ApMon-based host and xrootd 
monitoring daemon

!  Collected by the central repository and aggregated 
per cluster

Functional tests
!  Add/get/delete performed every 2h

•  From a central location
•  Using the full AliEn suite (like any user or job)

!  Results archived for a “reliability” metric
•  Last week × 25% + last day × 75%

24
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Network topology discovery
!  Site MonALISA instances perform between 

every pair of them
•  Traceroute / tracepath
•  Bandwidth estimation

!  Recording all details �
we get a good and�
complete picture �
of the network �
topology

25
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SE discovery
A dynamic “distance” metric from an IP 

address to a SE
!  Starting from the network topology

•  Same site, same AS, same country, continent...

!  Last functional test results excludes non-
working SEs

!  Altered by 
•  Reliability
•  Remaining free space
•  A small random factor to assure “democratic” data 

distribution

26
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SE discovery
!  Reading from the closest working replica

•  Simply sorting by the metric, including the non-working 
SEs, as last resort

!  Writing to the closest working SEs
•  Each SE is associated a tag (“disk”, “tape”,…)
•  Users indicate the number of replicas of each type

•  Default is “disk=2”
•  Not excluding (but not encouraging) the option of specific 

target SEs
•  Keep asking until the requirements are met or no more SEs 

left to try

27
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CPU efficiency vs load

28
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Throughput vs Load
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Throughput vs Load
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Even good servers have problems

31

Heavy traffic

Why?
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proof
!  Parallel ROOT Facility: ROOT framework to build a parallel 

and interactive analysis facility
!  Event-based parallelism: process single physics events in 

parallel, merge final results
!  Interactive: no queue, user has the resources immediately

Resources used uncontinuously and in 
small bursts during certain periods of 
the day (i.e., working hours)

Dedicated resources often underused

How to optimize resources exploitation 
and absorb peak loads:
good use case for virtualization and 
the cloud
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AAFs are popular facilities
«CAF averages 15-20 users per week, usually during the normal working 
hours, and processes about 100 TB of data, equivalent to 600 – 800 
millions events. During the last year the total amount of data that has been 
processed on CAF is 3.109 PB for 0.28×1012 events»
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AAF Monitoring
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PoD Vs. Cloud
!  Proof-on-demand
!  Plugins for most 

LRMS
!  …including gLite
!  A test deployment 

on WNODeS is 
planned

!  But works well only 
in large sites
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LHCb
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LHCb data taking 2011
!  Stable data-taking�

conditions for LHCb
•  ~90% efficiency and�

increasing instantaneous�
luminosity 

!  Accumulated over 1 fb-1 �
of data for physics
•  instantaneous luminosity �

kept constant throughout the fills

!  Average visible collision multiplicity of 1.5
•  below the 2.5 value from 2010
•  average HLT trigger rate slightly below 3 kHz
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Summary of computing activities
!  Simulation

•  Mainly used for identifying background and evaluating 
acceptances and efficiencies

•  Simulates an ideal detector, however with realistic 
geometry

•  Event generation and detector response tuned to real data

!  Real data handling and processing
•  Distribution to Tier1s (RAW)
•  Reconstruction (SDST)
•  Stripping and streaming (DST)
•  Group-level production (µDST)

!  User analysis
•  MC and real data processing
•  Detector and efficiency calibration
•  End-user analysis (usually off-Grid: Tier3 or desktop) 
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Use of computing resources in 2011
! Mainly MC simulation (76%)

•  Then: user analysis, reconstruction, reprocessing 
and stripping

MC 

USER 
RECO 

REPRO 
STRIPPING 
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Reconstruction and reprocessing
!  RAW data is uploaded to CERN and distributed 

among the Tier1s
•  It is then processed quasi-online (Reconstruction), and data 

samples for physics are preselected (Stripping)

!  News in 2011
•  Tier2 CPU resources have been successfully added to reduce 

the execution time of the full reprocessing
•  Avoids need for an extra peak of CPU power on Tier0/Tier1s

!  Selected Tier2 sites were associated to a 
“close” Tier1 site, and allowed to execute re-
processing jobs
•  the RAW file is downloaded to the worker node at the start 

of the job from the Tier1 Storage Element, there it is 
processed for about 1 day, and, at the end, the resulting 
SDST file is uploaded to the Tier1
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Recostruction and reprocessing

CNAF Tier-1 third site in 2011 in terms of CPU 
usage during full reprocessing campaign, but 
many sites involved

Full reprocessing 
campaign

Normal reco and 
stripping throughout 
the year
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User analysis
!  CPU activity of LHCb physics users has been about 

60% of the sum of all real data processing activities
•  this fraction is steadily increasing

!  As expected most of�
the activity concentrates�
on the Tier0/1s, with�
some small contributions�
from other sites

!  CNAF Tier-1 third site of�
the experiment during 2011, after CERN and 
GRIDKA
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Summary of CPU usage

CNAF Tier1 amongst the sites 
with smaller pledges, but 
larger CPU usage than IN2P3 
and RAL!

Discrepancies in some sites between DIRAC and WLCG " DIRAC more reliable “by construction”
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CPU use by country 

IT 
UK 

FR 

CH 

DE 
RU NL 

ES 
PL 

CNAF T1 

PISA 

CNAF T2 

TORINO 

Italy second country in terms of CPU resources made available to 
LHCb " 14.1% close to fraction of INFN physicists in the experiment

Almost one half of CPU usage from CNAF Tier-1, then PISA (!!!) with 
20%, CNAF Tier-2 with 15% and important contributions from 
Leganro, Napoli, Torino
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Data read at T1/T0 and disk use
! LHCb has processed almost 140 PB of 

data at all levels in 2011
•  Mostly by user �

analysis jobs
•  18.1 PB at CNAF   

CNAF 
RAL 

CERN 

GRIDKA 
IN2P3 
SARA 

PIC 

760 TB at 95% occupancy presently at CNAF " large 
increase with 2012 pledges awaited
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Virtualization of LHCb computing
!  Objective:

•  Running LHCb jobs that are currently running on Grid 
batch systems inside LHCb-specific VMs

•  Using cloud infrastructures provided by sites in 
parallel or in replacement of their current Grid batch 
systems

! Baseline VM
•  CERNVM is already much used within LHCb (on 

various platforms)

•  CVMFS is now the baseline software distribution 
mechanism for LHCb applications, including 
LHCbDirac
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What We Want

Central 
Task  

Queue 

Site A 

Site B 

Site C 

Shared 
Image  

Repository 
(VMIC) 

User

VO service 

Instance requests 

Commercial cloud 

Image 
maintainer

Cloud bursting
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Strawman example 
!  Start a CERNVM machine on the cloud that:

•  Initializes itself as an LHCbDirac VM
•  Set up the LHCbDirac environment
•  Set up a local configuration

•  Runs a Dirac job agent
•  Matches a job or jobs (depending on the configuration)
•  Execute these jobs (including uploading output data)
•  Loops for matching another job

!  Requirements
•  LHCbDirac installed: it is on CVMFS
•  Applications installed: they are on CVMFS
•  Permission to match LHCb jobs
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LHCb-DIRAC is working on it
!  DIRAC has proven to easily integrate grids 

and clouds
•  “Belle-DIRAC Setup for Using Amazon Elastic Compute 

Cloud”, J Grid Computing (2011) 9:65–79, R.Graciani et al.

•  “Integration of cloud, grid and local cluster resources with 
DIRAC”, J. Phys.: Conf. Ser. (2011) 331 062009, T.Fifield et 
el.

!  LHCb is currently testing with the extra 
advantage of CERNVM and CVMFS:
•  “The Integration of CloudStack and OpenNebula with 

DIRAC” (see contribution at CHEP 12)

49
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What LHCb-DIRAC provides today
!  Controlled Submission of  VMs

•  Tested EC2 interface, 
•  Working on OCCI (missing python client)
•  Dedicated Director per Cloud Manager since it requires access 

to private info

!  Detailed Monitoring of  VM usage
•  Already integrated in DIRAC portal

!  Close link with DIRAC WMS
•  Similar approach as pilot submission, based on pending load on 

TQs

!  Optimization possibilities via parallel upload of 
outputs
•  Via local Requests

!  Remote Control of Instances
•  Halt (now), Stop (halt after job completion), Pause (stop 

matching), Resume (restart matching),…
50
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Thanks!


