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Research & Education Networking in the UK: challenges & opportunities 

Jeremy Sharp, Janet Chief Technology Officer 



Jisc is the UK digital body 
dedicated to the 
education and research 
communities.  

Working in partnership 
with our Members, 
together we develop 
creative solutions 



Who are Jisc? 

Our Vision  
For the UK to be the best place in the world to use technology to 
learn, teach and research.  

Our Aim 
Powering UK’s Higher and Further education’s teaching, learning 
and research, inspiring its digital transformation, and building 
solutions that make it happen  
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We are the UK’s digital agency for lifelong learning and research.   
We are a social enterprise of 750 people dedicated to: 



Who are Jisc? 
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We serve the whole UK: 
• All state funded universities 

• Vast majority of colleges 

• Many schools 

• All research institutes 

• Many other national institutions 

• Work very closely with key national 
institutions like British Library, National 
Archives, BBC 



Our members and users 

Colleges	 Users	Universities	 Skills	
providers	

Research	
institutes	etc	



• Ten core points of presence 
across the UK. 

• A fibre core across the UK. 
• 19 regional distribution areas. 
• Multiple connections for 
resilience. 

• ~900 organisations connected. 
• Point to point “Netpath” 
connections for research. 

• ~2.3Tbit/s external connectivity. 

The Janet Network 
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A changing landscape 
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• Reducing central government funding 

• Demand for new services 

•  Increasing complex threat landscape 

How we’re responding: 

• Widening the customer base 

•  Introducing a wider set of managed services 

• Strengthening our security services 

• Embracing new technology (SDN, NFV) 

• Rearchitecting the regional networks 

• Reorganising how we deliver Janet – Design; Build; Operate approach 



Protecting the Janet network and our 
members 
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DDoS mitigation enhancement 

Internet 
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Incident breakdown by category 



Phishing 



Transforming the Janet regional 
networks  
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Janet Access Programme 

A four-year programme to upgrade and rearchitect access in the 
18 Janet regions across the UK. 

• Reduced delivery time for members 

• Reduced running costs  

• Deploying the latest technologies in a more agile way 

In build: 
South, South West,  
parts of North West 

In design:  
Midlands (east and west combined), 

London, Scotland, East Anglia. 



New access area - example topology 
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Move from layer 3 to 2 
•  Fewer expensive routers 
•  Ethernet ring protection 

•  Current method of routing 
takes order of seconds to 
converge on fibre failure 

•  Ethernet ring protection (G.
8032) takes ~50ms.  No 

impact on layer 3. 



Janet South West example 

Now 
Future 

•  Better coverage 
• More resilience 
•  Lower cost 
•  Faster provisioning 

Building blocks: 
• Openreach PoPs 
•  Fibre DPS 
• Regulated Openreach 

products 



Ciena 5170 / 5171 

Ciena 8700 

Ciena 3903 / 3926 / 3928  

3926m 

3926m – Customer CPE 
•  6 x 1G / 10G SFP+ ports 
•  2 x 100M / 1G ports 
•  NTE with option for embedded 

x86 processor 
•  Virtual machines for router, 

firewall, DPI, IDS, flow 
optimisation, site-to-site VPNs, 
…? 

•  Evaluating performance in the 
lab 

Equipment options 



In summary 
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We’re not short of challenges 

With these challenges there are great opportunities 

It’s never been a more exciting time to be a provider of network services 



Thank-You 
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